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depredation; thus, targeted raven management to benefit sage-grouse may 

produce better results. However, identification of areas where sage-grouse may benefit 

from raven removal and implementation of a raven removal program targeted at 

benefitting sage-grouse will not be an easy task. Management of both breeding and 

transient ravens will be necessary, which will present many challenges. Predator removal 

may have a place in sage-grouse management when sage-grouse populations are 

subjected to high densities of ravens as an interim mitigation measure. However, low 

reproductive rates may persist in many areas due to compensatory predation by other 

predators (Coates 2007, Bui et al. 2010). Long-term solutions to reduce human-

subsidized raven populations are necessary to address the growing raven and sage-grouse 

conflict. Reducing raven abundance may be possible through non-lethal means, such as 

reducing availability of supplemental food (road-kill, dead livestock, and garbage) and 

nesting and perching structures (oil and gas structures, power lines, telephone poles, 

communication towers, etc.; Jiménez and Conover 2001). More research needs to be 

focused on understanding raven population dynamics in sagebrush ecosystems, and how 

to reduce the utility of anthropogenic subsidies (food and nesting structure) for ravens. 

In Chapter 5, I tested the hypothesis that the negative effects of corvids would be 

amplified in areas closer to potential perches and areas with subsidized food resources 

(anthropogenic and landscape features). I also evaluated interactive effects between 

corvid densities and microhabitat. Even though I found a negative effect of the abundance 

of ravens (nest-site or study-site scale), my results did not suggest any amplifying effect 

of corvid (raven or magpie) abundance with proximity to any anthropogenic or landscape 
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feature variable. I did not find any evidence that magpies had a negative 

impact on sage-grouse nest success regardless of the proximity to anthropogenic and 

landscape features or microhabitat. Similar to Aldridge and Boyce (2007) and Kirol 

(2012), I did not find any significant correlations between nest success and proximity to 

anthropogenic development, and there was no evidence of interactive effects between 

anthropogenic features and corvid densities. Although the landscape features that I 

assessed represented riskier habitat, I found that nest success was positively correlated 

with relatively rugged habitat. Rugged terrain, nest-level raven occupancy, and site-level 

raven density had complex effects on nest success, which has been illustrated as an 

important factor affecting sage-grouse population growth (Johnson and Braun 1999, 

Taylor et al. 2012). 

Recent research has indicated that sage-grouse hen survival may be the most 

important demographic parameter driving sage-grouse productivity (Johnson and Braun 

1999, Taylor et al. 2012). Effects of anthropogenic and landscape features on survival of 

sage-grouse hens have not been evaluated in the context of predator communities. In 

addition, management agencies would benefit from more information on the effects of 

parental investment and anti-predation strategies on sage-grouse survival, which has not 

been the focus of sage-grouse research and conservation. Raptors have been identified as 

significant threats to sage-grouse survival, including golden eagles, Buteo hawks, and 

harriers (Schroeder et al. 1999, Schroeder and Baydack 2001, Danvir 2002). I found that 

sage-grouse summer survival was negatively correlated with landscape features that 

represented riskier habitat, especially risk of predation from raptors (see Chapter 6). 
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Breeding season survival of sage-grouse was negatively impacted by 

proximity to trees (deciduous and coniferous), more rugged terrain, and golden eagle 

density when terrain was less rugged. Kirol (2012) also found that terrain roughness was 

negatively correlated with sage-grouse summer survival in Wyoming. I found lower sage-

grouse survival when sage-grouse were exposed to a high density of golden eagles while 

simultaneously taking topographic ruggedness into account (Chapter 6). I found that the 

negative effect of topographic ruggedness and golden eagle density was dampened by the 

combination of greater rugged terrain and high density of golden eagles. Two potential 

explanations for this finding include 1) rugged topography may provide some refugia 

from visual predators (e.g., golden eagles), because topographic features such as slight 

depressions may decrease the effective distance that a raptor can detect a sage-grouse on 

the ground; and 2) greater density of golden eagles in rugged topography (risky habitat) 

may competitively exclude other predators. Golden eagles and coyotes are the top 

predators in sagebrush ecosystems (Mezquida et al. 2006, Hagen 2011), and presence of 

golden eagles may partially reduce the hunting efficiency of mammalian predators. Thus, 

landscape features in conjunction with golden eagle density and sage-grouse behavior 

had dynamic effects on survival. My research also indicated that proximity to 

anthropogenic features had no effect on sage-grouse survival, and there was no evidence 

of an interactive effect between anthropogenic features and raptor densities. My sage-

grouse survival results also suggest that survival was greater for hens without nests or 

broods, hens that stayed in intermediate size flocks, and yearling hens. 

Many authors have suggested that ground-nesting bird survival, including sage-
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grouse, is connected to quantity and quality of habitat, and the presence of 

adequate sagebrush habitat minimizes predator effects on sage-grouse survival (Connelly 

et al. 1994, Braun 1998, Aldridge et al. 2008, Connelly et al. 2011). I agree with this, but 

there needs to be careful consideration of interactive effects of anthropogenic and 

landscape features and predator community dynamics (risk of predation). The aspects of 

habitat (anthropogenic and landscape features) that present riskier areas for prey species 

are confounded by the predator composition that reside in those areas. For this reason, 

management agencies need to understand how interactions among proximity to 

anthropogenic and landscape features, microhabitat, and the predator community relate to 

sage-grouse selection of habitat and demographic rates (e.g., nest success and survival). 

For instance, I found that areas with higher topographic ruggedness had lower sage-

grouse survival, which was dampened by high densities of golden eagles. Sage-grouse 

hens avoided conventional and natural gas wells (Kirol 2012; see also Chapter 3), which 

placed them in areas with higher topographic ruggedness (natural gas development is 

typically in flatter areas). However, the overall sage-grouse survival in areas with higher 

topographic ruggedness was lower. This indicates that changes in sage-grouse selection 

of habitat in response to anthropogenic features (fragmentation of habitat) can have 

dynamic consequences for sage-grouse survival, especially when considering differences 

in predator compositions. Thus, habitat fragmentation of sagebrush habitats has complex 

effects on sage-grouse use of the landscape, which in turn can have complex impacts on 

survival. My results highlight the necessity to assess habitat and predator community 

dynamics concurrently when designing management plans. 
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and the analogous model for Gompertz-type density dependence was  
 ( ) ln ( ) ( )r t a b N t c Year d Period E t          (2) 

where Y(t) = log[N(t)], the annual growth rate r(t) = Y(t + 1) –Y(t).  
  

The global statistical model incorporated a difference in time periods by setting Period = 1 if 
Year = 1965 – 1996 and Period = 0 if Year = 1997 – 2013.  E(t) represented environmental (i.e., 
process) variation in realized growth rates and was a normally distributed random deviate with 
mean = 0 and variance = σ2.  These models yielded five parameters (i.e., a, b, c, d, and σ2) that 
were estimated via maximum likelihood using the indices to past abundance data estimated from 
the population reconstruction. 
 
The only difference between the Ricker and Gompertz models is that the Ricker assumes growth 
rates are a linear function of population size and the Gompertz assumes growth rates are a linear 
function of the natural log of population size.  Density dependent models such as Gompertz and 
Ricker provide an objective approach to estimate a carrying capacity or quasi-equilibrium 
(hereafter carrying capacity), which is defined as the population size at which the growth rate is 
0.  This carrying capacity represents a turning point in abundance below which population size 
tends to increase and above which population size tends to decrease.  Adding period or year 
effects to these density dependent models evaluate the possibility that carrying capacity varied 
between the early time period and more recently or that it has changed through the years or both.  
This set of 24 density dependent models produce an efficient approach to evaluate and estimate 2 
types of density dependence (arithmetic vs logarithmic for Ricker vs Gompertz) with 3 lags (0, 1 
or 2 years) with potential differences in periods of time (2 periods) with constant or continuously 
changing carrying capacities (changing or constant, i.e. year or no year effect) yielding 2 by 3 by 
2 by 2 combinations or 24 total density dependent models that we would hypothesize might best 
describe the observed reconstructed population abundance indices through time.  Note that the 2 
density independent models appear superficially similar to classic trend models obtained by 
simply converting reconstructed annual abundance indices to logarithms and regressing log 
abundance on year to “fit a trend line” through the data or as done by WAFWA (2008) fitting 
separate trend lines to the 2 time periods but at the conceptual level they differ fundamentally.  
Fitting a single or 2 trend lines is far less efficient (Humbert et al. 2009) and falsely treats error 
around the regression line as errors in observation, while our approach to estimating trend 
estimates logarithmic rates of change r(t) in each year and then estimates the average or an 
average for each time period as an efficient estimator of trend, treating errors in the estimates as 
estimates of process error rather than observation error.  Estimating process error in this way 
provides a straight-forward approach to forecast future abundance incorporating process error 
(see below) whereas observation error estimated by regression is not useful for forecasting future 
patterns of abundance.   
                                             
Parameter Estimation  
 
To each set of observed abundance data, we fit these 26 models using general linear mixed 
models in the statistical computing program R (R Development Core Team 2014) and mixed 
procedure of Program SAS (SAS Institute 2003) in the same manner as applied earlier to sage-
grouse (Garton et al. 2011:303 eq. 15.10) and applied to Lesser Prairie Chicken (Tympanuchus 
pallidicinctus, Garton et al. in press).  These stochastic growth models treat annual rates of 




